I. STRONG CONVERSE OF THE CHANNEL CODING THEOREM

**Theorem 1:** Strong Converse of the Channel Coding Theorem

Let \( \epsilon > 0 \) and \( 0 \leq \lambda < 1 \) be arbitrary. For \( n \) sufficiently large there does not exist a \( (n, 2^{n(C+\epsilon)}, \lambda) \) code.

We will prove the following stronger result which implies Theorem 1.

**Theorem 2:** Let \( 0 \leq \lambda < 1 \) be arbitrary. There exists positive constant \( K' \) such that for any \( n \), there does not exist a \( (n, 2^{n(C+K'\sqrt{n})}, \lambda) \) code. \( K' \) depends on \( \lambda, M \) and \( \lambda' \).

**Lemma 1:** Let \( \{(u_1, A_1), \ldots, (u_N, A_N)\} \) be any \( (n, N, \lambda) \) code such that \( u_i \) are \( K_0 \)-input typical and \( A_i \subset B_{K_0}^{\delta}(u_i), \forall i \). Then \( N < 2^n(H(Y) - H(Y|X) + K_5(\lambda, \delta, K_0)) \) for some constant \( K_5(\lambda, \delta, K_0) > 0 \).

**Proof:** Since \( A_i \subset B_{K_0}^{\delta}(u_i) \), \( 1 > P(Y^n \in A_i | X^n = u_i) > 1 - \lambda \). Additionally, from eq. 7 in Lemma 1 in [1], we have that for any \( y^n \in B_{K_0}^{\delta}(u_i) \),

\[
P(Y^n = y^n | X^n = u_i) < 2^{-n(H(Y|X) - K_5/\sqrt{n})}.
\]

Therefore,

\[
1 - \lambda < P(Y^n \in A_i | X^n = u_i) = \sum_{y^n \in A_i} P(Y^n = y^n | X^n = u_i) < |A_i| 2^{-n(H(Y|X) - K_5/\sqrt{n})} \Rightarrow
\]

\[
|A_i| > (1 - \lambda) 2^n(H(Y|X) - K_5/\sqrt{n})
\]

Due to the fact that the \( A_i \)'s are disjoint we have

\[
\left| \bigcup_{i=1}^N A_i \right| > N(1 - \lambda) 2^n(H(Y|X) - K_5/\sqrt{n}) \tag{2}
\]

We repeat the definition of the set \( B_1^{\delta,K_0} \triangleq \{y^n \in \mathcal{Y}^n | y^n \text{ is } \delta \text{- generated by some } K_0 \text{- input typical} \} \).
Therefore, we have

\[ \bigcup_{i=1}^{N} A_i \subseteq B_1^{\delta,K_0} \Rightarrow \bigcup_{i=1}^{N} A_i \leq \left| B_1^{\delta,K_0} \right| \]  

(3)

From Lemma 6 in [2] we get an upper bound on the size of the set \( B_1^{\delta,K_0} \), i.e.

\[ \left| B_1^{\delta,K_0} \right| < 2^n \left( H(Y) + \frac{K_8}{\sqrt{n}} \right). \]  

(4)

Combining (2), (3) and (4) we have

\[ N(1 - \lambda)2^n \left( H(Y|X) - \frac{K_8}{\sqrt{n}} \right) < \left| \bigcup_{i=1}^{N} A_i \right| < 2^n \left( H(Y) + \frac{K_8}{\sqrt{n}} \right) \]

\[ N < \frac{1}{1 - \lambda} 2^n \left( I(X;Y) + \frac{K_4 + K_5}{\sqrt{n}} \right) = 2^n \left( I(X;Y) + \frac{K_4 + K_5 + \log \frac{1}{1-\lambda}}{\sqrt{n}} \right) < 2^n \left( I(X;Y) + \frac{K_8}{\sqrt{n}} \right), \]

where \( K_8(\lambda, \delta, K_0) \triangleq K_4 + K_5 + \log \frac{1}{1-\lambda} \). In the last step we have used the fact that

\[ \frac{1}{n} \log \frac{1}{1-\lambda} < \frac{1}{\sqrt{n}} \log \frac{1}{1-\lambda}, \ n \geq 1. \]

**Lemma 2:** Let \( \{(u_1, A_1), \ldots, (u_N, A_N)\} \) be a \((n, N, \lambda)\) code such that \( u_i \) are \( K_0 \)-input typical. Then,

\[ N < 2^n \left( I(X;Y) + \frac{K_9(\lambda, K_0)}{\sqrt{n}} \right), \]

for some constant \( K_9(\lambda, K_0) > 0 \).

**Proof:** Choose \( \delta \) in Lemma 2 in [2] be such that \( \delta^2 > \frac{2MM'}{1-\lambda} \), i.e.

\[ P \left( Y^n \in B_2^{\delta,K_0}(x^n) | X^n = x^n \right) > 1 - \frac{1 - \lambda}{2}. \]

Define a new code \( \{(u_1, A'_1), \ldots, (u_N, A'_N)\} \), where \( A'_i \triangleq A_i \cap B_2^{\delta,K_0}(u_i) \).

\[ P \left( Y^n \in A'_i | X^n = u_i \right) = P \left( Y^n \in A_i | X^n = u_i \right) + P \left( Y^n \in B_2^{\delta,K_0} | X^n = u_i \right) - P \left( Y^n \in A_i \cap B_2^{\delta,K_0} | X^n = u_i \right) > (1 - \lambda) + \left( 1 - \frac{1 - \lambda}{2} \right) = 1 - \frac{1 - \lambda}{2}. \]

The new code is \((n, N, 1 - \frac{1 - \lambda}{2})\) and therefore from Lemma 1, it follows that

\[ N < 2^n \left( I(X;Y) + \frac{K_9(\lambda, K_0)}{\sqrt{n}} \right), \]

where \( K_9(\lambda, K_0) \triangleq K_8(\frac{1-\lambda}{2}, \delta, K_0) \) for \( \delta^2 > \frac{2MM'}{1-\lambda} \).

Before stating the proof of Theorem 2 we define the empirical probability density function of any input

\[ \text{We note that } A_i \text{ need not be a subset of } B_2^{\delta,K_0}(u_i). \]
sequence $x^n \in \mathcal{X}^n$, which will be useful later for the proof of Theorem 2.

**Definition 1:** Consider any $x^n \in \mathcal{X}^n$. We define the empirical probability density function (pdf) of a given sequence $x^n$ as $p_{x^n}(i) \triangleq \frac{f_i(x^n)}{n}$, where $f_i(x^n)$ is the number of locations in the sequence $x^n$ where letter $a_i$, $i = 1, \ldots , M$, appears.

**Example 1:** Consider the binary $(M = 2)$ alphabet $\mathcal{X} = \{a_1 = 0, a_2 = 1\}$. The empirical pdf of the given sequence $x^n = 01000101110000$ is $\{p_{x^n}(a_1), p_{x^n}(a_2)\} = \{9/15, 6/15\}$.

**Remark 1:** Note that $x^n$ is $K_0$—input typical with respect to its own empirical pdf for any $K_0 > 2$.

**Proof:** (Theorem 2) Define a set $\mathcal{P}^{(n)} \triangleq \{(\frac{\alpha_1}{n}, \ldots , \frac{\alpha_M}{n}) | \alpha_i \in \{0, 1, 2, \ldots , n\} \text{ and } \sum_{i=1}^{M} \alpha_i = n\}$. Since for $\mathcal{G}^{(n)} \triangleq \{(\frac{\alpha_1}{n}, \ldots , \frac{\alpha_M}{n}) | \alpha_i \in \{0, 1, 2, \ldots , n\}\}$ it holds $|\mathcal{G}^{(n)}| = (n + 1)^M$ and $\mathcal{P}^{(n)} \subset \mathcal{G}^{(n)}$ we have $|\mathcal{P}^{(n)}| < (n + 1)^M$.

Let $\mathcal{C} = \{(u_1, A_1), \ldots , (u_N, A_N)\}$, which is a $(n, N, \lambda)$ code as defined in [2]. For this code, $u_i$ need not be $K_0$—input typical with respect to some discrete memoryless source, nor need the $A_i$ be the set of sequences that are $\delta$—generated by a $K_0$—input typical sequence $u_i$. Based on the previous considerations, we split the code $\mathcal{C}$ into a finite number of subcodes. This is done by splitting the codewords of $\mathcal{C}$ into $K$ different subgroups, $\mathcal{G}_i = \{u_{i1}, \ldots , u_{i|\mathcal{G}_i|}\}$, $l = 1, \ldots , K$, in such a way that the codewords in the $l$—th group are $K_0$—input typical to a pdf, $\Pi_l \in \mathcal{P}^{(n)}$. In the following we present the splitting procedure in more detail. We start by selecting the first codeword $u_1$. This codeword has an empirical pdf, $p_{u_1}$, and we define $\Pi_1 \equiv p_{u_1}$. The next codeword, $u_2$, can either be placed into the first group if it is $K_0$—input typical with respect to $\Pi_1$ or else we create a new group for the codewords that are $K_0$—input typical to $p_{u_2}$ and we define $\Pi_2 \equiv p_{u_2}$. At the $i$—th step, $g(i) \leq i$ groups have been created, where each codeword in the $l$—th group, $l \leq g(i)$ is $K_0$—input typical to the pdf $\Pi_l \in \mathcal{P}^{(n)}$. If the codeword $u_{i+1}$ is $K_0$—input typical with respect to some pdf $\Pi_l$, $(l = \{1, \ldots , g(i)\})$, then $u_{i+1}$ is placed into the corresponding group, else a new group is created which contains the codewords that are $K_0$—input typical with respect to $p_{u_{i+1}} \equiv \Pi_{g(i)+1}$. This procedure stops when all the $N$ codewords, which form a finite set, have been placed into some group $\mathcal{G}_i$. Therefore, the number of the created subcodes, $K \leq N$, is also finite. Since $\{\Pi_1, \ldots , \Pi_K\} \subset \mathcal{P}^{(n)}$ it follows that $K < (n + 1)^M$.

The groups formed by the previous procedure create $K$ subcodes of the original code. The $l$—th subcode, given by $\mathcal{C}_l = \{(u_{l1}, A_{l1}), \ldots , (u_{l|\mathcal{G}_l|}, A_{l|\mathcal{G}_l|}\}$ is a $(n, |\mathcal{G}_l|, \lambda)$ code with each codeword being $K_0$—input
typical to $\Pi_l$. For each code $C_l$, by Lemma 2 we have a bound on the number of codewords in $C_l$, i.e.

$$|G_l| < 2^n \left( I_{\Pi_l}(X;Y) + \frac{1}{\sqrt{n}} K_8 \left( \frac{1+\lambda}{2} \sqrt{2M + \epsilon} + K_0 \right) \right) \leq 2^n \left( C + \frac{1}{\sqrt{n}} K_8 \left( \frac{1+\lambda}{2} \sqrt{2M + \epsilon} + K_0 \right) \right), \tag{5}$$

where $\epsilon > 0$ is some arbitrary constant. We have also used the fact that $I_{\Pi_l}(X;Y) \leq C$. Using (5), we can obtain a bound on the number of codewords in the initial code, $C$.

$$N = \sum_{l=1}^{K} |G_l| < K \cdot 2^n \left( C + \frac{1}{\sqrt{n}} K_8 \left( \frac{1+\lambda}{2} \sqrt{2M + \epsilon} + K_0 \right) \right) < (n + 1)^M \cdot 2^n \left( C + \frac{1}{\sqrt{n}} K_8 \left( \frac{1+\lambda}{2} \sqrt{2M + \epsilon} + K_0 \right) \right)$$

$$= 2^n \left( C + \frac{1}{\sqrt{n}} K_8 \left( \frac{1+\lambda}{2} \sqrt{2M + \epsilon} + K_0 \right) + M \log_2(n+1) \cdot \frac{1}{n} \right) < 2^n \left( C + \frac{1}{\sqrt{n}} K_8 \left( \frac{1+\lambda}{2} \sqrt{2M + \epsilon} + K_0 \right) + 4M \right),$$

where we have used the fact that $\log_2(n+1) < 4\sqrt{n}$, for $n \geq 1$. This then concludes the proof. 

II. WEAK CONVERSE TO THE CHANNEL CODING THEOREM

Before stating the proof of the weak converse of the channel coding theorem, we introduce the necessary notation. We consider sequences $x^n$ of length $n$, where each symbol in the sequence is chosen from an alphabet $\mathcal{X}$, i.e. $x^n \in \mathcal{X}^n$. On these sequences we define a probability mass function $Q'(\cdot)$, such that $\sum_{x^n \in \mathcal{X}^n} Q'(x^n) = 1$. Let the channel probability function be denoted by $h(Y^n = y^n | X^n = x^n)$, where

$$h(Y^n = y^n | X^n = x^n) = \prod_{i=1}^{n} P(Y_i = y_i | X_i = x_i),$$

which follows from the fact that we consider the Discrete Memoryless Channel (DMC). Let $U \overset{\Delta}{=} X^n$ and $V \overset{\Delta}{=} Y^n$ be the input and output sequences of the DMC, respectively. We denote the joint distribution of $U$ and $V$ as $Q(U = x^n, V = y^n) = Q(x^n | h(y^n | x^n))$.

The marginal distribution of the output $V$ is denoted by $Q''(V = y^n) = \sum_{x^n \in \mathcal{X}^n} Q'(x^n) h(y^n | x^n)$. Also, let $Q(U, V)$ and $Q'(U)Q''(V)$, $I(U; V) \overset{\Delta}{=} \log_2 \left( \frac{Q(U,V)}{Q(U)Q''(V)} \right)$. We define the random variable $J_{Q'} \overset{\Delta}{=} I(U; V)$ and the number $R_{Q'} \overset{\Delta}{=} \mathbb{E}_{U,V} [J_{Q'}]$. For sake of continuity we repeat the definition of a code. A $(n, N, \lambda)$ code is defined as a set $\{(u_1, A_1), \ldots, (u_N, A_N)\}$, such that

1) $u_i \in \mathcal{X}^n$, $A_i \subset \mathcal{Y}^n$
2) $A_i \cap A_j = \phi$, $i \neq j$ and $\bigcup_{i=1}^{N} A_i = \mathcal{Y}^n$ without loss of generality
3) $\sum_{y^n \in A_i} h(y^n | u_i) > 1 - \lambda$, $i = 1, \ldots, N$ and
4) $N \geq 2$

**Theorem 3:** Let $\{(u_1, A_1), \ldots, (u_N, A_N)\}$ be an $(n, N, \lambda)$ code. We define the following input
distribution on $U$

$$Q'_0(U = x^n) = \begin{cases} 1/N & \text{if } x^n \in (u_1, \ldots, u_N) \\ 0 & \text{otherwise.} \end{cases}$$

For the system in Fig. 1 it holds

$$H(U|V) \leq \bar{\lambda} \log_2(N - 1) - \bar{\lambda} \log_2 \bar{\lambda} - (1 - \bar{\lambda}) \log_2(1 - \bar{\lambda}) \quad (6)$$

where $\bar{\lambda} \overset{\Delta}{=} \frac{1}{N} \sum_{i=1}^{N} \lambda(u_i)$ and $\lambda(u_i) \overset{\Delta}{=} \sum_{y^n \notin A_i} h(y^n|u_i)$.

**Proof:** Consider the random variable

$$V' \overset{\Delta}{=} \{ i, \text{ if } V \in A_i \} = f(V),$$

which is a deterministic function, $f$, of $V$. Therefore, it follows that

$$H(U|V) \leq H(U|V') = \sum_{j=1}^{N} P(V' = j) H(U|V' = j), \quad (7)$$

where

$$H(U|V' = j) = -\sum_{i=1}^{N} P(U = u_i|V' = j) \log_2 P(U = u_i|V' = j)$$

$$= - P(U = u_j|V' = j) \log_2 P(U = u_j|V' = j)$$

$$- \sum_{i=1 \atop i \neq j}^{N} P(U = u_i|V' = j) \log_2 P(U = u_i|V' = j). \quad (8)$$

Consider the distribution

$$q_i \overset{\Delta}{=} \frac{P(U = u_i|V' = j)}{\sum_{k=1 \atop k \neq j}^{N} P(U = u_k|V' = j)}; \; i = 1, \ldots, N, \; i \neq j.$$
Due to the fact that the uniform distribution maximizes the entropy over all the probability distributions with finite support, it follows that

\[ - \sum_{i=1}^{N} q_i \log_2 q_i \leq \log_2(N - 1). \]  

(9)

Further, we also have \( P(U \neq u_j|V' = j) = \sum_{i=1}^{N} P(U = u_i|V' = j) \). It holds

\[
- \sum_{i=1}^{N} P(U = u_i|V' = j) \log_2 P(U = u_i|V' = j) \\
= - \sum_{i=1}^{N} \frac{P(U = u_i|V' = j)P(U \neq u_j|V' = j)}{P(U \neq u_j|V' = j)} \log_2 \frac{P(U = u_i|V' = j)P(U \neq u_j|V' = j)}{P(U \neq u_j|V' = j)} \\
= - \sum_{i=1}^{N} q_i P(U \neq u_j|V' = j) \log_2 q_i P(U \neq u_j|V' = j) \\
= -P(U \neq u_j|V' = j) \sum_{i=1}^{N} q_i \log_2 q_i - P(U \neq u_j|V' = j) \log_2 P(U \neq u_j|V' = j) \sum_{i=1}^{N} q_i \\
\leq P(U \neq u_j|V' = j) \log_2(N - 1) - P(U \neq u_j|V' = j) \log_2 P(U \neq u_j|V' = j). 
\]

(10)

The last equality follows from (9) and the fact that \( \sum_{i=1}^{N} q_i = 1 \). Therefore,

\[
H(U|V' = j) \leq -P(U = u_j|V' = j) \log_2 P(U = u_j|V' = j) + P(U \neq u_j|V' = j) \log_2(N - 1) \\
- P(U \neq u_j|V' = j) \log_2 P(U \neq u_j|V' = j). 
\]

(11)

Define

\[
Z(U, V') \triangleq \begin{cases} 
1 & \text{if } U = u_i, V' = i \text{ for some } i \in \{1, \ldots, N\} \\
0 & \text{otherwise.}
\end{cases}
\]

Therefore, \( Z(U, V') = 1 \iff (U, V') \in \{(u_1, 1), \ldots, (u_N, N)\} \). Further,

\[
P(Z = 0) = 1 - P(Z = 1) = 1 - \sum_{i=1}^{N} P(U = u_i, V' = i) = 1 - \sum_{i=1}^{N} P(V' = i|U = u_i)P(U = u_i) \\
= 1 - \frac{1}{N} \sum_{i=1}^{N} (1 - \lambda(u_i)) = \bar{\lambda}
\]
Using (11) we have

\[
H(U|V') \leq - \sum_{j=1}^{N} (P(U = u_j|V' = j) \log_2 P(U = u_j|V' = j)) P(V' = j)
\]

\[
- \sum_{j=1}^{N} (P(U \neq u_j|V' = j) \log_2 P(U \neq u_j|V' = j)) P(V' = j)
\]

\[
+ \log_2 (N - 1) \sum_{j=1}^{N} P(U \neq u_j|V' = j) P(V' = j)
\]

\[
\leq - \sum_{j=1}^{N} \frac{P(U = u_j, V' = j)}{P(Z = 1, V' = j)} \log_2 \frac{P(U = u_j|V' = j)}{P(Z = 1|V' = j)}
\]

\[
- \sum_{j=1}^{N} \frac{P(U \neq u_j, V' = j)}{P(Z = 0, V' = j)} \log_2 \frac{P(U \neq u_j|V' = j)}{P(Z = 0|V' = j)}
\]

\[
+ \log_2 (N - 1) \sum_{j=1}^{N} P(Z = 0, V' = j) = H(Z|V') + \bar{\lambda} \log_2 (N - 1),
\]

where the last equality follows by the fact that \( \sum_{j=1}^{N} P(Z = 0, V' = j) = P(Z = 0) = \bar{\lambda} \). Finally,

\[
H(U|V) \leq H(U|V') \leq H(Z|V') + \bar{\lambda} \log_2 (N - 1) \leq H(Z) + \bar{\lambda} \log_2 (N - 1)
\]

\[
\leq - \bar{\lambda} \log_2 \bar{\lambda} - (1 - \bar{\lambda}) \log_2 (1 - \bar{\lambda}) + \bar{\lambda} \log_2 (N - 1) \leq 1 + \bar{\lambda} \log_2 (N - 1).
\]

\[
\]
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